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Community Data Assimilation Research and Development 

9 August 2019 

 

Preface 

 

Except for minor corrections, the paper below is a copy of a manuscript that was submitted for 

publication in the Bulletin of American Meteorological Society (BAMS) on 3 February 2015. 

Before submission, the concepts outlined below had been discussed with and embraced by a 

number of colleagues in the field (Toth et al. 2014). While the manuscript also received an array 

of positive remarks from the two Reviewers and an Editor for BAMS: “read through… with much 

interest”; “intriguing essay”; “applaud the ideas”; “interesting and… bold new approach”; 

“revolutionary framework”; “the ideas proposed could well be adopted”; “I wish you all success”; 

the paper was rejected, primarily on the ground that it was “premature” and that “widely attended 

community-wise workshops need to go first”. The events that followed defied such criticism. 

Under the ample leadership of Dr. Thomas Auligne, Director of the Joint Center for Satellite Data 

Assimilation (JCSDA), in a short time, the community rallied behind the proposed idea of, and 

concepts behind a Community Data Assimilation Repository (CDAR) described in the paper 

below. Just as suggested in the submitted paper, a series of workshops started in 2016 led to the 

refinement and community-wide adoption of an object-oriented software approach in US data 

assimilation (DA) efforts, now named Joint Effort for Data assimilation Integration (JEDI, Auligne 

2017). Thanks to the tireless efforts of many under the JEDI project, today CDAR is a functioning 

reality (JEDI 2019). The authors are glad to see that even without a journal publication, their work 

has such a profound impact on US data assimilation research and future operations. 

 

Abstract 

 

The quality of Numerical Weather Predictions (NWP) critically depends on the choice of initial 

conditions. In the US alone, a number of major Data Assimilation (DA) systems have been 

developed to provide estimates of the state of the atmosphere to initialize NWP forecasts. While 

these schemes contain state-of-the-art algorithms (i.e., the scientific aspect of DA), their 

computer representation (i.e., software engineering aspect of DA) is based on less advanced, 

procedure-oriented software design. Each DA system resides in separate software repositories 

with no chance for software-level interactions between the various systems. Arguably, this poses 

a major impediment to collaborative research and the efficient transition of research into 

operations. 

 

To remedy this situation, we suggest the community adopt the use of an Object-Oriented Design 

(OOD) approach to DA software development. Based on an abstract-level analysis of the 

common elements and processes (i.e., “objects”) in current and expected DA schemes and with 
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the introduction of OOD design elements, the various DA schemes can be reformulated to 

become part of a common, Community Data Assimilation Repository (CDAR). Different 

strategies (e.g., variational vs. ensemble filter) and techniques (e.g., observational data en- and 

decoding, quality control) become interchangeable across the currently disjoint DA systems, 

greatly expanding the technology available for both the research and user communities. 

Operational centers can subselect objects from CDAR to assemble and optimize the performance 

of each of their applications, respectively, accelerating the research to operations transition and 

overall NWP improvements.  

 

1. Introduction 

 

Global Numerical Weather Prediction (NWP) is the backbone of most weather forecasting 

activities. Even small improvements can have a significant positive impact on a host of other 

products that depend on the quality of global forecasts. The quality of global forecasts critically 

depends on how well the state of the atmosphere is captured to initialize the numerical 

integrations. Over the past 10–15 years, most leading international centers have modernized their 

data assimilation techniques. Most adapted adjoint-based 4DVAR data assimilation methods: 

e.g., European Centre for Medium-Range Weather Forecasts (ECMWF, Rabier et al. 2000); 

United Kingdom Met Office (Rawlins et al. 2007); Japan Meteorological Agency (JMA 2007); 

Canadian Meteorological Centre (CMC, Gauthier et al. 2007); and the US Navy (Naval Research 

Laboratory Atmospheric Variational Data Assimilation System – Accelerated Representer - 

NAVDAS-AR, Xu et al. 2005), while the National Centers for Environmental Prediction 

(NCEP) introduced a technique where its 3DVAR Gridpoint Statistical Interpolation scheme 

(GSI, Kleist et al. 2009) is augmented with ensemble-based 3D (later to be expanded to 4D) 

background error covariance information (“hybrid GSI”, Wang et al., 2013). 

 

Beyond the GSI used operationally at NCEP of the National Oceanographic and Atmospheric 

Administration (NOAA) and being adopted for operations at the Air Force Weather Agency 

(AFWA), there are a number of other well-established data assimilation systems in the US, 

including the Weather Research Forecasting (WRF) Data Assimilation scheme (WRFDA, Barker 

et al. 2012) and its 4DVAR version (Zhang et al. 2014) developed at the National Center for 

Atmospheric Research (NCAR) and used by AFWA; and the Local Analysis and Prediction 

System (LAPS, Hiemstra et al 2006); and Space and Time Multiscale Analysis System (STMAS, 

Xie et al. 2011) developed by the Global Systems Division of NOAA, that are used operationally 

and also by large parts of the US weather community. In addition, there is a significant number 

of other data assimilation systems and initiatives supported, e.g., by the Global Modeling and 

Assimilation Office (GMAO, Norris and Silva 2007) of the National Aeronautics and Space 

Administration (NASA); NOAA’s Atlantic Oceanographic and Meteorological Laboratory 

(AOML, Aksoy et al. 2013); the National Severe Storm Laboratory (NSSL, Gao et al 2012); 

NCAR (Data Assimilation Research Testbed – DART, and other schemes, Anderson et al. 2009); 
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and meteorological departments at various academic institutes such as the University of 

Maryland and Texas A&M University (TAMU, Szunyogh et al., 2008); Pennsylvania State 

University (PSU, Zhang et al. 2013); the University of Washington; and State University of New 

York (SUNY, Torn and Hakim, 2008). 

 

The output of DA schemes is used, not only to initialize NWP forecasts, but also to aid human 

forecasters in their situational awareness, nowcasting, and very short-range forecast activities.  

As each of the major systems has been developed and configured to serve different needs, there 

are good reasons for the existence of multiple data assimilation configurations. Unfortunately, 

there is a lack of an infrastructure allowing the various groups to interact in their development 

work. Each major system (e.g., GSI, NAVDAS, WRFDA, LAPS) has its own software 

repository. No attempt, however, has been made to connect most data assimilation efforts on the 

software development level. We see this as a major impediment to faster progress on the national 

level in data assimilation and global NWP. Techniques tested and implemented in one system 

cannot be easily and directly compared with alternative techniques used in the other systems. 

Progress in each of the systems therefore often appears piecemeal and suboptimal. 

 

The lack of a common platform or software infrastructure hinders not only DA development but 

also negatively affects the user community. Since the existing systems or their components are 

not interchangeable and the adoption of a system often requires significant efforts, users must 

decide, upfront, which system they want to use. Since each system has its stronger and weaker 

application areas, the users end up in a situation where the system of their choice will likely 

perform suboptimally, outside of their main area of interest. 

 

To remedy the current situation, we need to accelerate US data assimilation developments, 

empower the user community, and regain US leadership in global NWP forecasting. We propose 

the establishment of a Community Data Assimilation Repository (CDAR) to aid in these efforts. 

In the rest of this article, we will outline a possible approach, inviting the DA developer and user 

communities to engage in a discussion that we feel is critical to the continued success of US 

NWP efforts. 

 

 

2. Data Assimilation Systems 

 

Each of the data assimilation systems developed by the community contains dozens of theoretically 

well-separated components (or techniques) designed to fulfill specific needs such as quality control 

of observational data, interpolation of observational or model forecast data, the conversion 

between model and observed variables, the minimization of a chosen metric (e.g., the cost function 

in variational schemes), etc. Various DA systems differ in their choice for each of these functions 

and the way the functions are connected to form a DA system. 
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Today, DA systems that are used in or considered for NWP operations fall into two groups; 

variational approaches and ensemble filter approaches (Kalnay 2003). The international 

community has not reached consensus as to the method(s) that may offer the best performance in 

terms of quality, computational efficiency, and other desirable qualities, especially as the 

requirements for higher spatial resolution analyses are expected to expand in the coming decade. 

Adjoint-based, variational data assimilation methods, however, have led to consistently superior 

performance when compared with operational or research output from alternative methods used at 

other centers (for historical and recent results see, e.g., WMO 2019). 

 

To create a DA system, one must choose a number of techniques to serve specific functionalities 

and arrange them in a scientifically-sensible manner. This is what we call the scientific aspect of 

DA systems that is subject to intense research. The arrangement of selected techniques then needs 

to be transformed into computer software using selected software architecture design principles 

and coding and scripting languages. A good computer architecture design is critical for the future 

development and use of DA systems. The present paper does not address the scientific aspect of 

DA systems, but rather focuses on their software engineering aspect.  

 

3. Community Data Assimilation Repository (CDAR) 

 

DA systems, like other components of NWP technology, evolve under various constraints such as 

the availability of human and computational resources and time and management pressure. Many 

elements of these systems are not ideal - this is true for both their scientific and software aspects. 

Since the software aspects of the various major DA systems have been developed in isolation from 

their peers, their scientific components are not interchangeable. The maintenance and further 

development of some of these complex systems also pose special challenges. 

 

To make advances in DA techniques quickly accessible to the wider research and user communities 

and thus accelerate the advances in data assimilation research and their transition to operations, 

we propose the creation of a Community Data Assimilation Repository (CDAR, see Fig. 1). CDAR 

can be a centralized or more likely distributed repository where participating agencies, groups, and  
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Figure 1. Schematic for a Community Data Assimilation Repository (CDAR, oval in center). Current data assimilation 

systems (discs around CDAR) are comprised of hard-to-separate or inseparable algorithms that are therefore not 

interchangeable across the systems. In contrast, CDAR contains a collection of algorithms for each well-defined data 

assimilation functionality from which users can optimally configure schemes for any specific user application. 
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researchers share their existing and newly-developed DA techniques. For CDAR to work,  

participants must define and adhere to specific software protocols (discussed in more detail in the 

next section) that: 

 

• Support the implementation and use of current and anticipated DA techniques. The CDAR 

protocols must be able to support both variational and ensemble filter type DA approaches; 

• Facilitate the easy exchange of DA techniques among participants. Scientists can continue 

their usual, off-line development and commit to CDAR as their work matures; 

• Allow users to configure DA techniques according to their needs. Such plug and play 

flexibility can make the designation of DA schemes such as GSI, WRFDA, LAPS, etc. 

obsolete as users will be able to choose components to mix and match various techniques 

from the CDAR repository according to their needs and will; 

• Accelerate research to operations transition. Operational centers will have a much larger 

pool of candidate techniques developed and tested by the community to choose from; 
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• Anticipate advances in computer science and software engineering. A future-oriented 

approach will allow subsequent updates of or additions to the CDAR protocols, serving the 

evolving needs of the community. 

 

4. Technical Approach 

 

Though the concept of CDAR may be appealing, is there a viable technical approach to make it a 

reality? Below we describe a possible approach that can be assessed as to its technical soundness 

and ease of implementation.  

 

4.1. Object-Oriented Software Design 

 

Traditional, procedure-oriented software design (Schach 2011) has focused on satisfying specific 

computational requirements identified in relation to an end-to-end computational procedure. Such 

an approach may offer software that is well suited for a specific application but not amenable for 

easy modifications under changing requirements. Object-Oriented Design (Gamma 1995, Rouson 

2011) on the other hand, starts with a conceptual analysis of a problem, followed by the design of 

modular and reusable objects (such as a data structure along with functions or other sets of 

calculations). Such an abstract approach at understanding the underlying problem and its possible 

solution is not bound by specifics of its most apparent use case or scenario, allowing for an easy 

expansion or generalization of the software if and when desired.  

 

Since data assimilation is a complex and relatively fast developing field with frequent upgrades to 

the observing systems, analysis methodologies, and forecast models used, the implementation of 

related software should preferably be organized according to higher level and more general 

considerations instead of low-level details. This allows both the developers and users to easily 

modify implementation details in a particular area of the software without affecting the functioning 

of the overall system. For example, in a well-designed repository, one should be able to switch 

from the use of a variational to ensemble filter type scheme without any changes to data ingest and 

post-processing procedures. Or the details of specific observational instruments (such as 

radiosondes or mesonets) should be handled by particular routines that interface with the 

observational data files and remain hidden from the rest of the software. Where to draw the line 

demarcating details hidden from the bulk of the software is perhaps the most critical step in the 

design of an OOD software repository. 

 

 

4.2. Design Elements and Principles 

 

In OOD, software programs are considered as interactions among objects containing data and 

procedures to serve particular functions. The definition of objects and the corresponding interfaces 
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at the right (not too specific and not too general) level of abstraction is at the core of good OOD 

software development practices.  

 

Some of the design principles used in OOD software development, along with some examples on 

how these can benefit and support collaborative DA research and development are introduced 

below. 

 

Encapsulation and information hiding 

 

According to these principles, the components of OOD software must be made self-contained to 

the extent possible. Only information necessary for proper interactions with other objects is 

revealed to the developers of other objects and the users. 

 

For an example in meteorological data assimilation, consider the ingest of radiosonde observations 

(RAOB). The developers of new minimization algorithms in variational data assimilation do not 

need to know how RAOB observations are retrieved, whether the observational data are at 

mandatory or other levels, or how data quality control is done. Future changes or improvements in 

the ingest of RAOB will not affect developers of other parts of the software either, as long as data 

interfaces stay the same. Details on RAOB observation arrays or on reading those data are therefore 

handled and contained (or encapsulated) in the appropriate data ingest objects or modules and kept 

hidden from other objects.  

 

A potentially large benefit from following the principle of information sharing parsimony for 

community software development is that experts can work on a particular object or objects without 

unnecessary interference with changes made by other community members to other objects. 

 

Inheritance 

 

According to this principle, objects or classes are connected through their interfaces without 

knowing about their implementation details. A new object belonging to a so-called subobject or 

subclass can inherit certain properties of its parent class while possessing some specific properties 

in terms of data and function elements. Despite such unique details, subclasses will not affect the 

way their parent classes interact with other classes.  

 

Data assimilation systems deal with data from a variety of inhomogeneous observing systems such 

as RAOB, profilers, or radars. Most DA systems follow the traditional, procedure-oriented design 

and require users to create entirely new data structures and functions for each new observation 

type to be added to the system. OOD, on the other hand, recognizes that the various observational 

datasets share some common features like observation values, error estimates, and the location and 

time of observations. In OOD, a single observation object can be defined with features common 
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across all types of observations. For observation types with unique characteristics, a subclass of 

observations can be created. The subclass for radar radial winds, for example, will inherit all 

desired data structures and functionalities from its parent class (observations), such as observation 

values, locations, and errors. In addition, as a subclass, it can be extended with features needed 

only for that type of observation, such as the nyquist-unfolding function (Zhang and Wang 2006) 

for the processing of radial wind data. 

 

Benefits of the inheritance principle include savings associated with the elimination of redundancy 

in the development of common data structures and functions that can be inherited from a parent 

class and the ease with which new subclasses can be configured with the addition of special 

functionalities to parent class properties. 

 

Polymorphism 

 

Via the use of common interfaces, polymorphism in OOD supports access to different objects 

and subobjects (see https://en.wikipedia.org/wiki/Polymorphism). Polymorphism renders 

software more generally applicable and versatile by minimizing and localizing changes required 

for modified or expanded applications, thus making references to different functions more 

transparent and easier. 

 

Object-oriented design is inherently developer friendly as it provides independence and 

flexibility in software development and is highly suitable for community development of future 

data assimilation systems. The resulting software is easy to reconfigure as changes to 

components of the software can be developed independently from other parts of the software. 

The added cost in terms of the upfront, abstract-level analysis of the problems may be 

compensated by the ease at which OOD software can be reconfigured later on. Today, OOD is 

followed as standard practice in the computer industry and is widely used at businesses around 

the world (Schach 2011). 

 

4.3. Technical implementation considerations 

 

The development of an OOD-based Community Data Assimilation Repository requires the use of 

a programming language with object-oriented capability, as well as a careful object-oriented 

analysis of current and expected data assimilation systems.  

 

Programming languages 

 

In their ambitious effort to transform most of their NWP system, including numerical modeling 

and data assimilation into an Object-Oriented Prediction System (OOPS, Trémolet, 2013), 

ECMWF considered the use of C++, and Python programming languages that support object-



 

 9 

oriented design and implementation. OOPS is using C++ for the OOP layer and Fortran for the 

inner model layer. Even though C++ and Python are commonly used in other communities, such 

as the computer industry, their use is not so widespread in the meteorological community. 

Fortunately, Fortran 2003 and 2008 extend their predecessor’s capabilities in handling inheritance, 

polymorphism, and encapsulation. Therefore, it may be possible to design and implement CDAR 

using a single language (Fortran) that is widely used in the meteorological community.  

 

OOD Analysis of DA systems  

 

Data assimilation systems can be partitioned into three major components: data ingest, the analysis 

core, and post-processing. An OOD DA repository could follow this structure, with appropriate 

and unified interfaces connecting the main components (see Fig. 2). The interface between the data 

ingest and the analysis core components will be the processed observations from various sources 

and the background field(s). The interface between the analysis core and post-processing will be 

the array of analysis grid(s) themselves. The interfaces and other technical details can be formally 

defined through open discussions following a protocol agreed upon by the data assimilation 

community. 

Figure 2. The main components of CDAR based on an object-oriented analysis of DA systems. 

 

 

Data ingest 

 

As the ingestion of various data types has some common elements as well as elements that are 

unique to specific observation types, an OOD approach can provide much needed support for 

community system development. The inhomogeneity of observation types and characteristics can 

be well organized under an OOD architecture proposed for CDAR. Fig. 3 illustrates the abstraction 

of the data ingest problem, fully exploiting the inheritance principle of OOD.  
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Figure 3. Object-oriented design of the CDAR data ingest component. 

 

 

Analysis Core 

 

As pointed out in section 2, the large number of data assimilation systems used by the community 

fall into one of two categories. CDAR will allow both variational and ensemble filter approaches 

to share commonly used objects. Such examples include the objects of various observations, or the 

object evaluating the discrepancy between observations and the analysis (see Fig. 4). Some other 

objects, on the other hand, will be used only by variational schemes such as those related to the 

background and other constraints (see items connected to the rhomboids in Fig. 4).  
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Figure 4. Object-oriented design for the analysis core with two choices (variational or ensemble filter) for the analysis 

engine. Note that many supporting objects (e.g., background term, observations, constraints) are shared by the different 

analysis engines in the proposed CDAR architecture. 

 

Post-processing 

 

The post-processing components of data assimilation systems enable the use of output from data 

assimilation schemes in various functions such as in the initialization of NWP models, in 

situational awareness and nowcasting activities, in verification of NWP forecasts, and in the 

evaluation of the data assimilation schemes themselves by comparing their output with 

observations (Fig. 5). With OOD, data access becomes transparent both from a user application 

and product point of view. 
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Figure 5. Object-oriented design of the post-processing part of the proposed CDAR architecture. 

 

In summary, an OOD architecture generalized from actual data assimilation systems containing 

several options for various abstract object types offers a number of benefits. Researchers and users 

alike can configure and optimize their system with flexibility (e.g., choice of observation types, 

variational or ensemble filter, numerical forecast initialization or forecast verification schemes) 

for specific applications at hand. For example, data ingest can handle NWP forecasts from any 

numerical model using function overloading (polymorphism) to deal with different forecast data 

formats, while the verification and other post-processing objects will seamlessly connect with 

output from the analysis core (i.e., the analysis and its error covariance matrix).  

 

 

5. Potential obstacles 

 

As with any other new initiative, potential pitfalls and obstacles may hinder the development of 

CDAR and thus need to be carefully considered, including: 

• Initial skepticism. This can be addressed by considering experience with related work in 

other fields and other regions (e.g., the Object-Oriented Prediction System (OOPS) being 

developed at ECMWF, and with carrying out well-designed pilot project(s); 

• Computational performance. There is a well–understood tradeoff between performance 

(with software optimized for very specific applications) and flexibility and extensibility 

(with properly developed OOD architecture). The granularity of the objects in OOD 

 
 



 

 13 

directly affects both its computational efficiency and utility. Objects too small or too 

specific will hinder parallelization and hence computational efficiency, while objects too 

large will diminish the potential advantages of OOD. The community must seek a balance 

between computational efficiency and utility of OOD by selecting an appropriate level of 

complexity for objects across the various components of CDAR; 

• Reliability and security in operations. This can be mitigated by allowing operational centers 

full control over their system configuration as well as satisfying their security 

requirements; 

• Cost of conversion. Costs and service interruptions can possibly be minimized by a gradual 

adoption of CDAR. CDAR protocols can first be followed in the development of new 

techniques while existing codes can be converted as resources permit and/or when their 

update becomes necessary for any other reason. 

 

6. Conclusions 

 

This paper reviewed some new tools for enhanced community involvement in the development 

and transition of new data assimilation methodologies into US NWP operations. Unlike GSI, 

WRFDA, or LAPS, the proposed Community Data Assimilation Repository (CDAR) is not a data 

assimilation system. Rather, it is a protocol that if adopted by the NWP community, will allow 

developers to place their DA techniques into a common repository. Such an arrangement will allow 

developers to easily interchange DA techniques and will reduce overall maintenance costs. 

Moreover, it will enable users to freely configure their DA systems drawing from a wide array of 

techniques and sources that best suit their needs given their applications. This is analogous to how 

other community software systems such as WaveWatch lll (Tolman 2009) and the Hybrid 

Coordinate Ocean Model (HYCOM, Chassignet et al. 2006) are configured differently at various 

operational centers. Depending on their specific needs and requirements, WaveWatch contributing 

partners such as the MetOffice in the UK or the US Navy use different components but all drawn 

from the same software repository. 

 

CDAR’s object-oriented design features, not available in today’s fragmented DA software 

development environment, will empower the interagency testbeds (the Joint Center for Satellite 

Data Assimilation (JCSDA), and the Developmental Testbed Center (DTC)), and will potentially 

lead to closer collaboration across agencies. In turn, we may observe a significant acceleration in 

transitioning new techniques from the academic research community into public and private sector 

operations. 

 

Like most bold initiatives, CDAR will have its skeptics and potential obstacles. With this article 

we invite members of the data assimilation research and user communities to take a careful look 

at the concept of CDAR and critique and modify the approach suggested here. We believe an open 
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dialogue will lead to a comprehensive assessment of the options available to the community, and 

eventually to the selection of the most promising way forward.  

 

The data assimilation community can learn from the collaborative experience accumulated through 

the development and use of the Earth System Modeling Framework (ESMF, Collins et al. 2005) 

by the US NWP modeling community. ESMF provides tools and protocols, some of which are 

object oriented, that attempt to enhance ease of use, portability, interoperability, and reuse of 

various climate and weather numerical modeling components. CDAR can benefit from some of 

the ESMF tools such as its regridding algorithms, and potentially from some of its protocols and 

user experiences. Other tools and object-oriented design protocols will have to be developed for 

DA applications (e.g., for handling inhomogeneous types of observations). 

 

Looking ahead, if the community chooses to engage in this effort, the potential of CDAR can be 

explored via the following steps: 

• Community discussions about CDAR, possibly facilitated by NOAA’s Virtual Laboratory 

(VLab, Various 2015), using virtual and in-person meetings and other venues; 

• Consensus decision on the principles and key design elements of CDAR; 

• Participants commit to carry out all new DA development work in compliance with 

accepted CDAR guidelines; 

• With time, as various elements of the participants’ DA systems are continuously revised, 

most DA techniques become CDAR compliant; 

• Participating developers interchange their techniques for testing and use in CDAR; 

• Users configure their DA systems from a wide variety of techniques and sources to best 

suite their specific applications. 

 

The authors are looking forward to fruitful community-wide discussions and collaboration facilitated 

by the proposed object-oriented software design on a scale not seen before; first in data assimilation, 

then possibly in other areas such as forecast verification and statistical post-processing. 
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